Adaptable Anomaly Detection in Traffic Flow Time Series
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Abstract—Analysis of traffic data is an essential component of many intelligent transportation system applications where the quality of data plays an important role. Traffic data collected through sensors (e.g. loop detectors) often contain anomalies due to different reasons such as malfunctioning detectors or anomalous traffic conditions. Regardless of their rooting cause, such data heavily affect the results of the subsequent analysis (e.g. traffic prediction). There are a few barriers that make the anomaly detection troublesome including absence of universal definition of anomaly, change of traffic pattern over time, unavailability of labeled data, use-case driven analysis. In this paper, a new anomaly detection method for traffic univariate time-series is proposed which does not assume labeled historical data yet uses expert feedback to deal with the fluid definition of anomaly. The method is exemplified and evaluated by applying it on real traffic time series data collected through loop detectors installed in an urban road network in Europe. Employing the proposed method as a pre-process of traffic state estimation can increase the accuracy measure as well as ease the learning of different traffic patterns.
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I. INTRODUCTION

Traffic measurements on different segments of a road network are essential for a wide range of applications in intelligent transportation system (ITS) such as traffic management and advanced traveler information systems (ATIS). Traffic data are usually obtained from a wide variety of sensors such as inductive loop detectors, surveillance cameras, vehicle number plate re-identification. However, such data are often noisy, erroneous, incomplete and contain outliers. Therefore, it is essential to perform data cleansing (or data cleaning) before analysing the data.

One of main goals of data cleansing is to identify anomalies in the data. According to [1] anomalies are defined as observations that are inconsistent with the rest of the data. Generally, anomalies can be categorized in two main groups. First, outliers in the data that are due to malfunctioning sensors, and second, unexpected measurements that arise because of non-recurrent traffic congestion on the road e.g. incidents or adverse weather. Detecting anomalous traffic condition has been well studied specially for intercity freeways where many automatic incident detection (AID) algorithms have been developed. Deniz et al. provide an overview of the most frequently used AID algorithms [2].

Since labeling large-scale data is tedious task, labeled anomalous data sets are rare [3]. Moreover, often subtle difference between noise and anomaly in the data makes anomaly detection very challenging. A comprehensive list of challenges are presented in [4]. Thus, anomaly detection is usually conducted considering only the internal characteristics of the data. The main challenge is to define the normal boundary for a certain type of data. As there is no universal solution, usually subjective judgments from domain experts are required to set the boundaries for each detection point.

In response to this, this paper describes a methods for quick and effortless annotation of anomalies in a large body of traffic time series data. The method incorporates subjective judgment in identifying appropriate thresholds that can be used for labeling points as anomalies, but can also be employed without such subjective inputs. The normal thresholds are identified for only a small number of time series and can be re-used in other time series (and corresponding traffic sensors) that have similar characteristics.

To evaluate the method, it is applied for identifying anomalies in time series of 15-minutes aggregated vehicle counts from the loop detectors of the city of Vienna, Austria.

The remainder of the paper is structured as follows. In section II background together with an overview of the existing literature is provided. Section III provides a detailed explanation of the proposed method together with a short description of the data used in this paper. Section IV evaluates the accuracy of our anomaly detection method and the feasibility of reusing knowledge for anomaly detection across sensors. Finally, Section V discusses important implications and Section VI concludes.

II. BACKGROUND & RELATED WORK

Conceptually anomalies should be rare occurrences. Anomaly (outlier or deviation) detection is primarily referred to a process of data mining aiming at identifying data points which do not conform to a notion of normal behavior. Noise
and novelty are two concepts which are closely related with anomaly. Noise refers to values in data which are of no interest to analyst and novelty refers to patterns that were never seen before [4]. Noise removal [5], noise accommodation [6], novelty detection [7]—these are all related to anomaly detection since the process that is used for one can be also used for the other as well.

Perhaps the simplest way to detect outliers is to exclude extreme implausible values such as negative flow values or extreme positive values. Even though such plausibility checks are essential to exclude outliers, but they are not capable of detecting all anomalies. The earliest approaches of anomaly detection were based on statistical methods [8].

The most common statistical approach in the existing literature is to use box and whisker approach proposed by [9] in which all the values that extend beyond 1.5 times the interquartile are considered as outliers. Kieu et al. [10] use a similar method where they use the median absolute deviation technique to remove outliers in travel time. In this method a lower and an upper bound value are defined as: median ±σ×f. Here f is a factor that defines the scatter in the data and has to be selected based on the subjective judgments.

Different statistical tests such as Grubbs test [11] and Extreme Studentized Deviation (ESD) test [12] are also used for anomaly detection. Grubbs’s test is used to detect anomalies in a univariate data set under the assumption of Gaussian distribution that determines the largest anomaly in a given data set. ESD is a generalized version of Grubbs’s to detect multiple anomalies in the given data set. Twitter developed a framework [13] recently based on ESD with nong research to further improve the algorithm [14].

Detecting anomalies using time-series analysis is another well-studied approach in the literature. Handling outliers in a time series includes use of bayesian method [15], consideration of outliers as contamination generated from a given probability distribution [16], use of two parametric models to study outliers [17] among others. Different iterative procedures have been used in [18], [19] and [20] which are based on the two parametric models technique. Another approach was using sequential detection methods assuming probabilistic models for handling outliers [21], [22]. Using past events to detect events in the present time was used in anomaly detection of sequential data in [23]. Here, if the actual event does not match the predicted event based on the past events then actual event is marked as rare.

Scoring technique for anomalies is frequently used in regression based methods where magnitude of residual errors are used as scores. Residuals refer the part of the instance which is not explained by the regression model. Scores are used with certain confidence intervals [24] [16] [25]. Another technique to mark anomalies is analysis of the Akaike Information Content (AIC) during model fitting [26].

Using robust regression techniques was proposed in [6] with the argument that the robust regression techniques not only hide the anomalies, but can also detect the anomalies, because the anomalies tend to have larger residuals from the robust fit. Similar robust anomaly detection approach has been applied in Autoregressive Integrated Moving Average (ARIMA) models [27] [28]. An empirical approach to anomaly detection in time-series is presented most recently in [29], which is data driven and focuses on user-and problem-specific parameters instead of using pre-defined models. This anomaly detection method is composed of two stages where in the first stage, all the potential global anomalies are selected based on the data density, and in the following stage, local anomalies are marked based on the data clouds formed from the potential global anomalies. This paper takes a similar conceptual approach where local anomalies are identified by concentrating on the temporal changes in the given time-series.

Density based approaches have also shown promising results in detecting anomalies. For instance, k nearest neighbor (kNN) [30]–[32], isolation forest [33] and DBSCAN clustering [34].

Machine learning techniques for anomaly detection can be categorized in three ways based on the availability of labeled data-set. These are supervised, semi-supervised, unsupervised. A non-exhaustive list machine learning techniques can be found in [4] [8]. Recently, neural networks, especially, Long-short-term-memory (LSTM) neural network has been used to detect anomalies in time-series [35] [36]. A probabilistic method for time-series anomaly detection in time-series is presented in [37] where a Bayesian maximum likelihood classifier is used to learn the temporal sequence and detect anomalies based on that learning. Disadvantages of machine learning techniques are that they require either exhaustive labeling (for classification techniques) or depend on the initial hyper parameters setting (clustering based approaches). Besides, these techniques are usually resource greedy and often not optimized to detect anomalies.

III. ANOMALY DETECTION IN TRAFFIC FLOWS

The data that have been used for the evaluation of the proposed method contains vehicle flow data. The estimation of the traffic flow, based on counting the number of vehicles that cross a given location during some time interval is an important descriptor of a complex traffic system. The vehicle flow usually varies over the day and between different days of the week. The data were collected by inductive loop detectors (LD).

PTV Group SISTeMA [38] has provided total 4 years (2011-2014) of traffic data which were collected from the road network of Vienna, Austria. A total of 280 LD data were made available to us. For each LD, there are records captured in 15-minutes interval, from January 2011 to December 2014. Hence, each day yields 96 records and each year 35,040 records for each LD (an exception is 2012 which, being a leap year, yields 35,136 records for each LD). For this paper, we considered data from 95 such LDs within 2011.

Almost all LDs have given 0 as the minimum vehicle count (missing values are not treated as a record) whereas maximums have differed and include some very high numbers (e.g. 12000 per 15 mins). These type of maximums are certainly produced
A. Overview

Our proposed anomaly detection method for traffic flow time series has different components. Figure 1 provides an overview of the different components, which work in the following way. First all LD data are clustered based on their internal characteristics (i.e. without considering any context data such as the position of each LD) (Section III.B). After some basic pre-processing that removes null and out-of-bounds values is performed ((Section III.C)), for each identified cluster one LDs is selected for identifying anomalies in their time series. For a time series, anomaly detection is performed by relying on its seasonality and calculating two scores for each point, point-distance and difference-distance, that measure the anomalousness of the point (Section III.D).

In the next step, if an expert user is able to participate, an interactive threshold selection process for each score is employed. If an expert user is not available or user interaction is not desired, an automatic threshold selection process is employed (Section III.E).

When score thresholds are identified for a single LD, the same thresholds are employed in identifying anomalies in all the LDs that belong to the same cluster. This way, we provide a tunable and scalable anomaly detection method.

B. Clustering of loop detectors

In this section, we describe the method we followed in grouping or clustering loop detectors (LDs) into groups of similar ones. The motivation for doing this was to be able to use the same–learned via user interaction with a single LD–thresholds across all LDs in the same group. Our approach relies solely on the time series data available for each LD and not on the detector’s characteristics or context (e.g. physical position).

For clustering, we considered 95 LDs for which we obtained 15-min measurements for each day in 2011. As a first step, we transformed the raw time series for each LD by calculating, for each time slot in a day of the week (00:00 on Mondays, 00:15 on Mondays, ..., 23:45 on Sundays) the median over all the weeks in 2011. As a result, for each LD we obtained a new time series–median time series–with 672 points (96 points in a day multiplied by 7 days). We consider these time series as representatives of the normal behavior of each LD.

We then focused on clustering the set of median time series. For this, we used k-means, a well-known algorithm for clustering of datasets [39]. In k-means, given a number of clusters k, the algorithm iteratively tries to find a centroid for each cluster so that the sum of the squared Euclidean distances between an observation assigned to the cluster and the clusters centroid is minimized. For each LD, we calculated the Dynamic Time Warping (DTW) [40] distance of its median time series from the median time series of all LD, including itself. DTW distance is a well-known algorithm for measuring the similarity between two time series by pair-wise comparison of their (potentially slightly shifted in time) data points. For each LD, the 95 DTW distances were the features fed into the k-means algorithm. We note here that alternatives exist both the clustering algorithm (e.g. xmeans) and on the features to consider (e.g. one could select the median, max, min, and variance of each median time series as features). Our intuition for using the pairwise comparison with the DTW distance was to utilize as much information about the shape and the
evolution of the time series as possible.

One important consideration when using k-means is which number of clusters—$k$—to use. We applied k-means with different number of clusters starting from 2 to 30. For each application, we calculated the average Silhouette score of the clustering [41]. The Silhouette score for a datum is calculated by:

$$a = \frac{b - a}{\max(a, b)}$$

(1)

where $a$ is the average Euclidean distance between the datum and other data in its cluster and $b$ is the average Euclidean distance between the datum and other data in the next nearest cluster. Silhouette scores take values within [-1,1] with values close to 1 indicating a good match of the datum to the cluster. We calculated the average Silhouette score for each clustering by considering all data points—this provides a measure of how well the data are assigned to clusters in that clustering [41]. The average Silhouette scores for the different number of clusters we considered are depicted in Figure 2. As can be seen, the best number of clusters according to the Silhouette method is 2, followed by 5.

A popular alternative to this method is the elbow method, which relies on visually inspecting the graph of number of clusters versus a distortion metric (e.g. sum of squared distances of each point to its cluster’s centroid) and identifying the point of inflection in the graph. When applying the elbow method we obtained results similar to the Silhouette method, namely that the best number of clusters are 2 and 5 (Figure 3).

As can be seen from the application of the above clustering criteria and especially of the Elbow method, many times the optimal number of clusters is not clear-cut. Nevertheless, in the following, we consider that this number is 2. In this case, the 95 LDs are split into 2 clusters of 77 and 18 LDs. Figure 4 shows the formation of the two clusters in a three-dimensional space obtained via applying Principal Component Analysis (PCA), a well-known method for dimensionality reduction, on the median time series data.

The two clusters differ from each other mainly on the maximum of the medians reached for a particular slot in a day of the week: in the large cluster (77 LDs) such peaks reach 100-400 counts, whereas in the small cluster (18 LDs) they range from 400 to 600 counts, with a single exception (depicted in the top right corner of Figure 4 of a LD having peaks at 800-1000 counts).

For illustration, Figure 5 depicts the median time series from five LD belonging to the large cluster and five belonging to the small cluster (dotted lines).

C. Pre-processing

Each loop detector has null values presented in the time-series due to probable malfunctioning of hardware, communi-
Fig. 5. Examples of median time series for each cluster. Time series of loop detectors of the small cluster are marked in dotted lines and of the big cluster in solid lines.

Fig. 6. Count of out of range vehicle flow records

Fig. 7. Violin plots of score distributions for LD1 and LD2.

D. Anomaly scores

One important component of time-series is seasonality. Frequent seasonalties that are observed in time-series over a year span are hourly, daily, weekly, bi-weekly, monthly, quarterly etc [42]. A time-series with interval less than a day usually shows complex seasonality—multiple (e.g. both weekly and daily) seasonality in the same time-series. Based on results of our previous work [43], the time series in our study show stronger weekly than daily seasonality.

Based on this, for each time slot in a day of the week (e.g. 00:00 on Mondays) we construct a partial time series that contains all the corresponding measurements for each week in the year (a maximum of 52 points). We then calculate the 25th and 75th percentile of the partial time series. Finally, we calculate the distance of each point that lies outside of the 25th-75th band from the 25th percentile, if the point is below the band or the 75th percentile, the point is above the band. We call this distance point-distance score. Points that lie within the 25th-75th band get assigned a point-distance score of 0.

Similarly, for each time slot in a day of the week we construct a differenced partial time series by taking the difference from the previous point in the original time series. We then again calculate the 25th and 75th percentile of each differenced partial time series and calculate the distance from points that lie out of this band from the border of the band. We call this distance difference-distance score. Points that lie within the 25th-75th band get assigned a difference-distance score of 0.

For illustration, we calculated the two scores for two LD, LD1 and LD2. Figure 7 depicts violin plots showing their distribution. As can be seen, the majority of scores are less than 100 while only a handful of scores are more than 400. Clearly, a high point-distance score for a point in a time series indicates that the point lies far from the behavior that is expected due to the weekly seasonality of the time series. Similarly, a high difference-distance score indicates that there has been a rise or drop from the previous measurement that is unusual if one considers the expected rises or drops due to the seasonality of the time series.

The question that is still open is when is a point-distance and difference-distance score of a point high enough so that it can be consider an anomaly. We tackle this by identifying thresholds for each score, above which points are detected as anomalies in our method as described next.

E. Identification of score thresholds

We consider two types of threshold selection process depending on expert user availability: interactive threshold selection and z-score-based threshold selection.

Interactive threshold selection: To select a threshold for each score an interactive process is used which follows the idea of binary search and comprises several steps for each score. For each score, at each step, two plots for a number of potential anomalies (we considered 5) are presented to the expert user. The first plot is a line chart of the time series
around the potential anomaly, whereas the second plot is a scatter plot of the partial time series the point belongs to. In both plots, the potential anomaly is marked in red and the 25th-75th band is depicted in the background to help the user take an informed decision. An example of such a plot pair for the point-distance score is depicted in Figure 8, whereas an example for the difference-distance score is depicted in Figure 9.

After showing these plots, the expert is asked to decide whether most of the points marked as red are anomalies or not. Such judgment may be based on the reason for which anomaly detection is performed: in some cases it would make sense to tolerate more anomalies than in others. The expert answers with yes or no and based on this the threshold is updated and new plots are shown.

The process starts by setting the threshold to the average between the maximum and the minimum score values. In a positive answer from the expert, the new threshold becomes the average of the old threshold and the minimum value used in the calculation of the old threshold, so essentially anomaly detection becomes stricter. Contrary, in a negative answer, the threshold moves up and the detection becomes less strict.

The interactive threshold selection process has at most $\log_2 n$ steps, where $n$ is the difference between the maximum and minimum of the scores. For instance, for LD1, the plots are shown at most 10 times. When the process finishes, the threshold used in the last positively answered step becomes the final one.

For illustration, Figure 10 depicts the different steps (corresponding to different slices of the data) in the interactive threshold selection in LD1. As can be seen, after 5 steps, 3 of which were positively answered, the threshold for point-distance score for LD1 was set to 204. In this process, the expert was assumed to take a "high tolerance" approach towards anomaly detection, which might miss some anomalies but should have high precision. We also experimented with "low-tolerance" approaches of expert users. Table I depicts the final thresholds for both scores following a high tolerance versus a low tolerance approach for LD1 and LD2. Clearly, the number of identified anomalies depends a lot on the aggressiveness of the expert user when following the interactive threshold selection process.

Threshold selection based on modified z-score: Our method also offers the option of determining the threshold for
each score via a statistical method that requires no (expert) user input. In particular, for each potential anomaly $pa$ we calculate its modified z-score, a standardized score for outlier detection:

$$0.6745 \times \frac{\text{score}_{pa} - \text{median}}{\text{median} \times \text{absolute} \times \text{deviation}}$$

If the modified z-score of a point is greater than 3.5, then the point should be marked as anomalous [44]. With this in mind, we set the threshold of the point/difference-score to the point/difference-score of the first potential anomaly whose z-score score is greater than 3.5.

### E. Reuse of score thresholds

Once the score threshold for a single LD is determined, they can then be reused for the other LDs of the same cluster. To do this, we first normalize them to percentages using the following formula:

$$\text{threshold}_{\text{norm}} = \frac{\text{threshold}}{\max(score) - \min(score)} \times 100 \quad (2)$$

Then, we perform the opposite operation to derive a threshold from a percentage for each LD in the same cluster:

$$\text{threshold} = \frac{\text{threshold}_{\text{norm}}}{100} \times (\max(score) - \min(score)) \quad (3)$$

### IV. Evaluation

In evaluating our method, we were interested in determining (a) the accuracy, recall, precision and F1 measure of our method in determining anomalies for a single LD, and (b) whether the thresholds identified for a LD can be reused for other LDs in the same cluster with comparable performance metrics.

#### A. Method's accuracy, recall, precision and F1 measure

To quantify the accuracy, recall, precision and F1 measure of our method we needed to obtain a baseline. For this, one of the authors, a traffic engineer, manually annotated anomalies for LD1 and LD2 for 2011. These two LDs belonged to the same cluster and in particular to the small cluster out of the two clusters derived in the clustering analysis of the 95 LDs described in Section III.B.

We note that the engineer worked with their own preferred and without knowing how our anomaly detection method was performed to detect anomalies in the same data-sets. As a first indicator of the effort gains of our method, the manual labeling process took about 90 minutes, whereas the interactive labeling process in our method took approx. 5 minutes only.

The accuracy, precision, recall and F1 score for LD1 and LD2, for three variants of our method (high tolerance, low tolerance, modified z-score) are presented in Tables II and III respectively. The same data are also graphically depicted in Figures 11 and 12.

In general, our method consistently shows high accuracy across all variants in both loop detectors. As expected, the low tolerance approach increased the number of both true and false positives hence increasing recall and reducing precision. Interestingly, the modified z-score approach stroke a balance between the two approaches that required human input in the considered performance metrics.

#### B. Reuse of thresholds

As an example of re-use of thresholds in the same cluster we re-used the thresholds from LD1 to LD2 and compared with thresholds of LD2 decided through the interactive selection process. Figure 13 shows the comparison. As can be seen, the reused threshold have almost the same impact to the performance metrics as the thresholds derived from the interactive process. This is a first proof that thresholds can indeed be reused in our method.

### V. Discussion

#### Accuracy of detection: Measuring the accuracy of different anomaly detection use cases (that map e.g. to our simplified low/high tolerance approaches) requires a labelled data set for each use case. Based on our evaluation, we are confident that our approach can be used to detect anomalies in different use cases that deal with univariate traffic flow time-series with high accuracy. We note that performing purely manual anomaly detection is itself prone to wrongly annotated anomalies as well as missing actual anomalies due to the fact that seasonal patterns require dedicated visualization support to comprehend. In case of large number of time series from LDs where a purely manual approach is not really an option, our approach provides a viable alternative without sacrificing costs.
accuracy to a big extent and scales with the amount of manual effort needed (since only one LD per cluster has to be analyzed).

Quantification, interpretability: An advantage of our anomaly detection method is that its results are easy to interpret. In essence, an anomaly is detected when a value does not follow a certain seasonal pattern or its deviation does not follow a certain seasonal pattern. By providing different scores for each case we are able to better understand the reason and degree of anomalousness of a point.

Knowing the reason and degree of anomalousness helps in deciding what to do with the detected anomaly. For example, anomaly with a low score can still be included in forecasting. A sequence of low scored anomalies could be further analyzed and mapped to a specific event. Large-score anomalies can be removed from dataset for better modeling the traffic behavior as well as for more accurate predictions.

Adaptability: By separating the anomaly scores from the corresponding thresholds we offer the opportunity to set different thresholds that serve different needs or use cases, effectively adapting or tailoring the anomaly detection process in a natural way. For example, different types of alerts can be set out based on different use cases. An important point here is that our method does not need to run the whole process of calculating scores again in order to be tailored to a different use case.

Limitations: The proposed anomaly detection method has also few limitations:

- It can only with regularly spaced, univariate timeseries. In many real-life cases, there is a clear need for correlating data from more than one time series (e.g. vehicle speeds and counts) in order to identify anomalies. This is a topic of our future work.
- The way we perform clustering of time series taking into account all pairwise comparisons is computationally intensive and may pose scalability challenges for really large number of LDs. Fortunately, (i) clustering needs to be performed only once, and (ii) instead of pairwise comparisons, statistical metrics over each time series (e.g. median, variance) can be used in as clustering features for performance reasons.

VI. CONCLUSION

Traffic measurements from sensors such as loop detectors typically contain a number of irregularities or anomalies that can severely impact traffic analysis and prediction. In this paper, we described a lightweight method for detecting anomalies in traffic flow time series that relies on quantifying the degree of anomalousness of individual points and on reusing expert knowledge to expedite the process of identifying anomalies across time series with similar characteristics. Among the strengths of the approach is that the results are easily to interpret and the method itself is easy to tune to one’s needs.
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